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What is the LUD Lab?

• Luo lab Undergraduate Division

• bridge the gap between undergraduate studies and 

graduate research

• 12 active members
• 8 seniors + 2 juniors + 2 sophomore

• Top-notch publications
• Published: [CIKM’21 a], [CIKM’21 b], [ASONAM’21], [AAAI’22], [NAACL’22], 

[CIKM’22], [NeurIPS’22]

• Submission: [EMNLP’22], [AAAI’23]*4

Prof. Minnan Luo



Our Research Interests

• Knowledge Graphs

• Social Network Analysis

• Graph Neural Networks

• Natural Language Processing



KRACL: Contrastive Learning with Graph 
Context Modeling for Sparse Knowledge 

Graph Completion
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Knowledge Graphs (KGs)

• Structured representation of commonsense and domain knowledge 
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KGs are incomplete

• Supervised (manually build)
• Freebase

• Wikidata

• Semi-supervised (human-in-the-loop)
• NELL

• Knowledge Vault

Freebase Wikidata

NELL Knowledge Vault



Knowledge Graph Completion

• Form: Given (h, r, ?), predict t

• Link prediction

• 1 hop knowledge query



Related work

• Translation-based model
• TransE

• RotatE

• Factorization-based model
• RESCAL

• DistMult

• Neural-based model
• ConvE

• ConvKB

• HittER

TransE

RESCAL



However..

• Predicting Entities rarely appear in 
KGs remains challenging

• 1. Common existence of sparse 
entities

• 2. Performance of sparse entities 
worse than that of frequent ones



1/2 Intuition: Graph Context Modeling

• Context information in KGs

• Inductive bias in KG operator



2/2 Intuition: Contrastive Learning

• Label-efficient

• Robust to noisy data



KRACL

• Contrastive Learning with Graph Context Modeling for Sparse Knowledge Graph 
Completion



1/2 Knowledge Relational Attention Network (KRAT)
• Inductive bias in message

• Attention weight



2/2 Knowledge Relational Attention Network (KRAT)

• Aggregation

• Relation update



1/2 Knowledge Contrastive Loss

• Knowledge projection
• TransE

• DistMult

• RotatE

• ConvE

• Contrastive loss

( , )s r s rz h h= +

( , ) *s r s rz h h=

( , )s r s rz h h=



2/2 Knowledge Contrastive Loss

• Scoring candidate entities

• Cross Entropy loss

• Final objective



Quick recap



1/4 Experiments

• Sparse KGs

• Dense KGs



2/4 Experiments

• Entity indegree analysis

• Ablation study



3/4 Experiments

• Sparsity study

• Robustness against noise



4/4 Experiments

• A more powerful message function is needed



Resources
• Paper: https://arxiv.org/abs/2208.07622

• Code: https://github.com/TamSiuhin/KRACL

Thank you!

Zhaoxuan Tan

tanzhaoxuan@stu.xjtu.edu.cn

zhaoxuan.info
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https://github.com/TamSiuhin/KRACL
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